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Deploying automated machine learning for computer vision
projects: a brief introduction for endoscopists
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INTRODUCTION

Artificial intelligence (AI) and machine learning (ML)
will play a growing role in gastroenterology. Computer-
aided polyp detection is an early example of the how Al/
ML can be applied to clinical practice.' There is a broad
array of potential applications for ML and computer vision
in GI endoscopy. The most powerful computer vision
models today use advanced deep learning algorithms
that may be unfamiliar to most gastroenterologists, given
that courses in machine learning have not yet been incor-
porated into most medical training pathways.” Automated
machine learning (AutoML) may be a useful tool to bridge
this divide. AutoML platforms aim to simplify the ML
pathway by automatically determining the best model for
the provided data and task.” This is done through auto-
matic hyperparameter tuning. Hyperparameters are user-
specified settings that control the model training process.
In traditional ML, hyperparameters must be selected by a
computer scientist using previous knowledge or a system-
atic search strategy. AutoML implements systematic search
strategies during training allowing for model configura-
tions that can rival and surpass those of human experts.”
While some basic coding skills are still required, a physician
with rudimentary Python (Python Software Foundation,
Wilmington, Del, USA) skills and a labeled dataset can
use AutoML to build a model to detect or diagnose a vari-
ety of endoscopic findings. This project demonstrates how
computer-aided detection (CADe) models can be created
using AutoML on publicly available datasets for colon
polyps. CADe is used to detect an object and provide its
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location to the user using a bounding box that frames
the object.’

THE SUN DATASET

The SUN Dataset (https:/groups.csail.mit.edu/vision/
SUN/hierarchy.html) contains image frames from 100 colo-
noscopies with over 150,000 annotated polyp and nonpolyp
images. The annotation files for the data contain the bound-
ing box, a set of coordinates that form a rectangle that en-
closes the lesion on an image, and pathology of each
polyp.” The Google AutoML platform (Google, Mountain
View, Calif, USA) requires a specific annotation format
(https://cloud.google.com/vertex-ai/docs/datasets/prepare-
image), so the annotation file needs to be reformatted using
a Python script for minimal parsing. The Python script is
simply a few lines of code that alter the format of the anno-
tations for each line in the annotation file. This enables the
annotation file to be readable by the platform being tested.
The codes for the parsing are available here: Python
parsing code, https:/github.com/nealmahajan/Google-
AutoML-Endoscopy; SUN Database, http://sundatabase.
org/; Python and Numpy Tutorial, https://cs231n.github.io/
python-numpy-tutorial/.

USING GOOGLE AUTOML

To use Google AutoML, it is first necessary to create a
Google cloud account and a Google storage bucket, which
is similar to a file folder to store data (Video 1, available on-
line at www.videogie.org). Next, the images can be up-
loaded using the Google Cloud CLI software development
kit (https://cloud.google.com/sdk/docs/install). After using
the Python script to generate the import file, the import
file is uploaded to the AutoML platform to associate the cor-
rect label with each image and generate the dataset that will
be used for the model training.

After successful importation of the data into the AutoML
platform, we then set the parameters for the model we
want to create, including whether we want to maximize
the model accuracy or to have minimal latency. Addition-
ally, the user specifies the maximum number of node
hours they would like to use for model training. Node
hours are a measure of computer resources. A reasonable
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Figure 1. Confusion matrix for Google AutoML computer-aided diagnosis model.

starting point for this value is 20 node hours for object
detection and 15 node hours for image classification. The
model will train on Google’s servers and an email will be
sent to your account once training has finished.

RESULTS

The CADe model trained in Google AutoML had an
average precision of 0.789. The precision at an intersection
over union (IoU) threshold of 0.3 is 0.977 compared to
0.997 for a purpose-built model based on the SUN Dataset.
In general, the higher the IoU threshold, the lower the
precision because the predicted and actual bounding box
need to overlap more for it to be considered a true posi-
tive. The average precision in this context is the average
of all the precisions when the model is evaluated across
all IoU thresholds. The platform creates precision recall
curves for the model, which illustrate the tradeoffs be-
tween eliminating false positives and false negatives. The
curve helps the user find the confidence threshold that
will maximize precision and recall. For this model, the
default confident threshold of 0.5 does not yield the best
tradeoff, so we manually adjust it to 0.32. The F1 score,
a measure of accuracy that balances precision and recall,
for the default confidence threshold of 0.5 is 0.94. The
F1 score for the user-defined confidence threshold of
0.32 is 0.965. The interface provides examples of false neg-
atives, false positives, and true positives, which can be
used to improve the model. For example, if there are

many false negatives or positives caused by a particular
polyp morphology or normal anatomic feature, more im-
ages from that category could be added to the dataset to
improve the model.

In addition to object detection, Google AutoML also al-
lows you to make image classification models that can be
used to predict pathology, known as computer-aided diag-
nosis (CADx). The confusion matrix for the CADx model in-
dicates how often the model predicts the correct label and
the most common incorrect label predictions for each class

(Fig. 1).

CONCLUSIONS

Google AutoML reduces the difficulty of creating image
detection and classification models from data by using auto-
matic hyperparameter tuning and an intuitive user interface,
as well as by removing the burden of using and configuring a
graphics processing unit. Here we demonstrate the steps
required for a gastroenterologist to train CADe models using
a publicly available dataset of polyp images. However, im-
provements can be made by accepting different data annota-
tion formats and providing more information about the final
model. Google AutoML can be a useful tool for rapidly pro-
totyping computer vision models for gastroenterologists
and may be a useful entry point as a project to learn basic
ML skills which can be applied to computer vision projects
in GI endoscopy. While the AutoML tools reviewed here
are currently only useable on still images, future iterations
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of these technologies will allow users to develop and deploy
similar tools on live video.
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